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include browser-based collaboration functions, process man-
agement functions, index and search functions, document-
management functions, help and help search functions, and/
or other functions. A plurality of computing devices
functioning as servers may be backed up by a single comput-
ing device.
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1
SYSTEM AND METHOD FOR PROVIDING
SERVER APPLICATION SERVICES WITH
HIGH AVAILABILITY AND A MANY-TO-ONE
HARDWARE CONFIGURATION

FIELD OF THE INVENTION

The invention relates to providing server application ser-
vices, such as the services provided by the server application
offered by Microsoft® SharePoint™, with high availability
and a many-to-one back up hardware configuration.

BACKGROUND OF THE INVENTION

Microsoft® SharePoint™ may be a rich enterprise server
application that provides full content management features,
implement business processes, and/or provide access to infor-
mation related to organizational goals and/or processes.

High availability may be a system design protocol that
ensures a certain degree of operational continuity. Conven-
tional configurations of Microsoft® SharePoint™ may be
challenged to meet high availability standards for a variety of
reasons. For example, conventional configurations of servers
providing redundancy involve a one-to-one standby server to
online server set up that is costly in terms of hardware, band-
width, and/or other resources.

SUMMARY

One aspect of the invention relates to a system and method
providing a suite of network-based services, such as the ser-
vices corresponding to the server application distributed by
Microsoft® SharePoint™, to users with high availability. The
suite of network-based services may include browser-based
collaboration functions, process management functions,
index and search functions, document-management func-
tions, help and help search functions, and/or other functions.
The system and method may enable a plurality of computing
devices functioning as servers to be backed up by a single
computing device, may make the services available with high
availability, and/or may provide other enhancements.

In some implementations, a single standby server devices
may be configured to backup a server farm having two or
more servers configured to coordinate to serve a server appli-
cation. The single standby server device may be configured to
execute computer program modules including a server appli-
cation module, a monitor module, an information transfer
module, a server replacement module, a changeover coordi-
nation module, configuration management module, and/or
other modules.

The server application module may be configured to pro-
vide one or more server application services associated with
a server application to be backed up for the server farm. For
example, the server application may include the collection of
software elements available from Microsoft® SharePoint™.
The server application services may include one or more of a
web front-end service, an indexing service, a central admin-
istration service, one or more shared services, a database
service, and/or other sub-modules.

The monitor module may be configured to determine
whether a changeover of the server farm should be initiated.
Such determinations may be made based on user input or
command, and/or based on monitoring the operation of the
server farm. Disruptions in operation of one or more of the
servers in the server farm may cause the monitor module to
determine that a changeover of the server farm to the single
standby device should be initiated.
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The information transfer module may be configured to
transfer information stored by the servers ofthe server farm to
the electronic storage of the standby server. This transfer of
information may take place in response to determination by
the monitor module that a changeover should be initiated. The
information transferred may include a configuration database
for the server farm, a central administration website associ-
ated with the server farm, information being served by the
server farm, and/or other information.

The server replacement module may be configured to
replace the servers of the server farm with the standby server
device. This replacement may be made by replacing the serv-
ers of the server farm with the standby server device in infor-
mation transferred from the servers of the server farm to the
electronic storage of the standby server. For example, the
server replacement module may be configured to replace the
servers of the server farm with the standby server device in the
configuration database, and/or other information.

The changeover coordination module may be configured to
initiate startup, on the server application module executed on
the standby server device, of the services previously provided
by the server farm. The changeover coordination module may
be configured to manage the order in which services are
started up. For example, the changeover coordination module
may be configured such that the database service and the
central administration service may be started up before other
services. This may bring the configuration database and/or
the central administration website online before other ser-
vices are started up.

The configuration management module may be configured
to adjust the configuration database after transfer to the elec-
tronic storage of the standby server. This may be done in order
to consolidate server roles that become redundant during
changeover from the plurality of servers in the server farm to
the single standby server. This may involve scanning the
configuration database and/or the central administration web-
site to identify instances of redundancy. The identified
instances of redundancy may then be addressed by deleting
information, adjusting information, adjusting control set-
tings, and/or performing other adjustments.

These and other objects, features, and characteristics of the
present invention, as well as the methods of operation and
functions of the related elements of structure and the combi-
nation of parts and economies of manufacture, will become
more apparent upon consideration of the following descrip-
tion and the appended claims with reference to the accompa-
nying drawings, all of which form a part of this specification,
wherein like reference numerals designate corresponding
parts in the various figures. It is to be expressly understood,
however, that the drawings are for the purpose of illustration
and description only and are not intended as a definition of the
limits of the invention. As used in the specification and in the
claims, the singular form of “a”, “an”, and “the” include
plural referents unless the context clearly dictates otherwise.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates a system configured to provide a suite of
network-based services to users with high availability, in
accordance with one or more embodiments of the invention.

FIG. 2 illustrates a method of backing up a server farm
having two or more servers configured to coordinate to serve
a server application with a single standby server device,
according to one or more embodiments of the invention.

DETAILED DESCRIPTION

FIG. 1 illustrates a system 10 configured to provide a suite
of'network-based services to users with high availability. The
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suite of network-based services may include browser-based
collaboration functions, process management functions,
index functions, search functions, help search functions,
document-management functions, and/or other functions.
The suite of network-based services may correspond to ser-
vices provided by a server application such as Microsoft®
SharePoint™ being executed on one or more processors of
one or more servers. As used herein, the term “high availabil-
ity”” may refer a system design protocol that ensures a certain
degree of operational continuity during a given measurement
period. In some implementations, system 10 may include a
first production server 12, a second production server 14, a
third production server 16, a standby server device 18, and/or
other components.

The system 10 may leverage one or more external infor-
mation sources 20. Users may interface with system 10 and/or
external information sources 20 via client computing plat-
forms 22. The components of system 10, external information
sources 20, and/or client computing platforms 22 may be
operatively linked via one or more electronic communication
links. For example, such electronic communication links may
be established, at least in part, via a network such as the
Internet and/or other networks. It will be appreciated that this
is not intended to be limiting, and that the scope of this
disclosure includes implementations in which system 10,
external information sources 20, and/or client computing
platforms 22 are operatively linked via some other commu-
nication media.

A given client computing platform 22 may include one or
more processors configured to execute computer program
modules. The computer program modules may be configured
to enable one or more users associated with the given client
computing platform 22 to interface with system 10 and/or
external information sources 20, and/or provide other func-
tionality attributed herein to client computing platforms 22.
By way of non-limiting example, the given client computing
platform 22 may include one or more of a desktop computer,
alaptop computer, a handheld computer, a NetBook, a Smart-
phone, and/or other computing platforms.

The external information sources 20 may be configured to
provide information to system 10. This information may
include content, user information, information related to
achievements or accomplishments of users, and/or other
information.

During ordinary operation, first production server 12, sec-
ond production server 14, third production server 16, and/or
other production servers (not shown) may cooperate to pro-
vide the network-based services of the server application to
users of client computing platforms 22 via the network. As
such, first production server 12, second production server 14,
and/or third production server 16 may be included ina “server
farm” configured to provide the server application services of
the server application. In order for a server, such as first
production server 12, second production server 14, or third
production server 16, in the server farm, the server may have
to be included in a configuration database for the server farm.
An entry in the configuration database including the server in
the server farm may indicate a server role of the server, and/or
other information.

The server farm may serve, or host, the network-based
services over the network to client computing platforms 22. In
order to provide the network-based services with high avail-
ability, standby server device 18 may be configured as a
back-up to first production server 12, second production
server 14, and third production server 16 that replaces first
production server 12, second production server 14, third pro-
duction server 16 and/or any other production servers in the
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server farm in case of failover or switchover. Failover may
include situations in which a server (or one or more individual
services hosted by a server) fails in an unexpected manner.
Switchover may include situations in which the switch from
the server farm to standby server device 18 is performed
intentionally. For example, switchover may be executed to
perform maintenance, to test one or servers, and/or for other
purposes. For convenience, the term “changeover” will be
used herein to refer to switching services from one server to
another for either of failover or switchover.

Although first production server 12, second production
server 14, and third production server 16 are each illustrated
as a single entity in FIG. 1, this is not intended to be limiting.
One or more of first production server 12, second production
server 14, and/or third production server 16 may represent a
set of two or more servers that cooperate to provide the
functionality attributed to the individual server(s) herein. The
illustration of standby server device 18 as a single entity, on
the other hand, may be indicative of the operation of standby
server device 18 as a single piece of server hardware in
backing up an entire server farm including first production
server 12, second production server 14, and/or third produc-
tion server 16.

The first production server 12, second production server
14, third production server 16, and/or standby server device
18 may be in operative communication with each other. This
operative communication may be accomplished via wireless
communication, wired communication, network communi-
cation, communication via dedicated lines or channels, and/
or other electronic communication media.

The first production server 12 may include electronic stor-
age 24, one or more processors 26, and/or other components.
Electronic storage 24 may comprise electronic storage media
that electronically stores information. The electronic storage
media of electronic storage 24 may include one or both of
system storage that is provided integrally (i.e., substantially
non-removable) with first production server 12 and/or remov-
able storage that is removably connectable to first production
server 12 via, for example, a port (e.g., a USB port, a firewire
port, etc.) or adrive (e.g., adisk drive, etc.). Electronic storage
24 may include one or more of optically readable storage
media (e.g., optical disks, etc.), magnetically readable storage
media (e.g., magnetic tape, magnetic hard drive, floppy drive,
etc.), electrical charge-based storage media (e.g., EEPROM,
RAM, etc.), solid-state storage media (e.g., flash drive, etc.),
and/or other electronically readable storage media. Elec-
tronic storage 24 may store software algorithms, information
determined by processor 26, information received via the
network, and/or other information that enables first produc-
tion server 12 to function properly. Electronic storage 24 may
be a separate component within first production server 12, or
electronic storage 24 may be provided integrally with one or
more other components of first production server 12 (e.g.,
processor 26).

Processor 26 may be configured to provide information
processing capabilities in first production server 12. As such,
processor 26 may include one or more of a digital processor,
an analog processor, a digital circuit designed to process
information, an analog circuit designed to process informa-
tion, a state machine, and/or other mechanisms for electroni-
cally processing information. Although processor 26 is
shown in FIG. 1 as a single entity, this is for illustrative
purposes only. In some implementations, processor 26 may
include a plurality of processing units. These processing units
may be physically located within the same device, or proces-
sor 26 may represent processing functionality of a plurality of
devices operating in coordination.
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As is shown in FIG. 1, processor 26 may be configured to
execute one or more computer program modules. The one or
more computer program modules may include a server appli-
cation module 28, and/or other modules. Processor 26 may be
configured to execute module 28 by software; hardware;
firmware; some combination of software, hardware, and/or
firmware; and/or other mechanisms for configuring process-
ing capabilities on processor 26. The description of the func-
tionality provided by modules 28 described below is for illus-
trative purposes, and is not intended to be limiting, as module
28 may provide more or less functionality than is described.

The server application module 28 may be configured to
provide one or more server application services associated
with a server application. As used herein, the term “server
application” may refer to one or more software elements that
cause processor 26 to provide a suite of network-based ser-
vices to users in a coordinated and cooperative manner with
first production server 12, second production server 14, and/
or third production server 16. For example, the server appli-
cation may include the collection of software elements avail-
able from Microsoft® SharePoint™. The server application
module 28 may be configured such that the server application
provides application programming interfaces through which
server application module 28 communicates with other com-
puter program modules that are not an integral part of server
application module 28.

In cooperating with second production server 14, and/or
third production server 16 to provide the server application
services to users, the server application module 28 may pro-
vide one or more ofthe server application services. The server
application services may include one or more of'a web front-
end service, an indexing service, a central administration
service, one or more shared services, a database service,
and/or other sub-modules.

In some implementations, server application module 28
may be configured to provide the database service. The data-
base service may be configured to provide database services
to users of client computing platforms 22 via the network.
This may include processing database commands, queries,
content, and/or other information related to a database, per-
forming the requested actions and/or obtaining the requested
information, and providing the results to the requesting client
computing platform(s) 22. The database service may be con-
figured to maintain a configuration database. The configura-
tion database includes the configuration and site mappings for
the servers in the server farm. This may include, for example,
which components are configured in specific server, the com-
ponents’ status, the security settings, and/or other configura-
tions and/or site mappings.

The second production server 14 may include electronic
storage 30, one or more processors 32, and/or other compo-
nents. Electronic storage 30 may comprise electronic storage
media that electronically stores information. The electronic
storage media of electronic storage 30 may include one or
both of system storage that is provided integrally (i.e., sub-
stantially non-removable) with second production server 14
and/or removable storage that is removably connectable to
second production server 14 via, for example, a port (e.g., a
USB port, a firewire port, etc.) or a drive (e.g., a disk drive,
etc.). Electronic storage 30 may include one or more of opti-
cally readable storage media (e.g., optical disks, etc.), mag-
netically readable storage media (e.g., magnetic tape, mag-
netic hard drive, floppy drive, etc.), electrical charge-based
storage media (e.g., EEPROM, RAM, etc.), solid-state stor-
age media (e.g., flash drive, etc.), and/or other electronically
readable storage media. Electronic storage 30 may store soft-
ware algorithms, information determined by processor 32,
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information received via the network, and/or other informa-
tion that enables second production server 14 to function
properly. Electronic storage 30 may be a separate component
within second production server 14, or electronic storage 30
may be provided integrally with one or more other compo-
nents of second production server 14 (e.g., processor 32).

Processor 32 may be configured to provide information
processing capabilities in second production server 14. As
such, processor 32 may include one or more of a digital
processor, an analog processor, a digital circuit designed to
process information, an analog circuit designed to process
information, a state machine, and/or other mechanisms for
electronically processing information. Although processor 32
is shown in FIG. 1 as a single entity, this is for illustrative
purposes only. In some implementations, processor 32 may
include a plurality of processing units. These processing units
may be physically located within the same device, or proces-
sor 32 may represent processing functionality of a plurality of
devices operating in coordination.

As is shown in FIG. 1, processor 32 may be configured to
execute one or more computer program modules. The one or
more computer program modules may include a server appli-
cation module 34, and/or other modules. The server applica-
tion module 34 may be substantially the same as server appli-
cation module 28, and may be configured to provide one or
more of the server application services associated with the
server application.

In some implementations, server application module 34
may be configured to provide the indexing service, may pro-
vide the central administration service, may perform one or
more shared services provider roles, and/or may provide
other services. The indexing service may index information
served by the server farm, metadata related to information
served by the server farm, and/or other information. The
indexing service may crawl content, logs, and/or other infor-
mation sources associated with the server farm, and/or other
information and create an index in an ongoing manner. This
index may be referenced to respond to queries and/or searches
by users, administrators, and/or for other purposes.

The central administration service may be configured to
manage administration functions within the server farm. This
may include serving a central administration database
through which the configuration database is accessed by the
servers (e.g., first production server 12, second production
server 14, and third production server 16) of the server farm.
The central administration service may provide users with the
capabilities to configure the servers and the components/roles
on them, modify security settings, configure web sites, pro-
vide access to other configuration parameters.

As a shared service provider, server application module 34
may be configured to provide one or more shared services
within the server farm. The shared services may include one
ormore of a web-app server service, a query service, a spread-
sheet calculation service, a help search service, and/or other
services.

The web-app server service may be configured to provide
web application server functionality to client computing plat-
forms 22. This may include executing a plurality of different
information processing tasks at the request of client comput-
ing platforms 22, and then returning the results to client
computing platforms 22.

The query service may be configured to provide users with
the capability to search desired information, for example, for
a particular person (or group of people), for some specific
document (or set of documents) in a web site, and/or other
information
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The spreadsheet calculation service may be configured to
provide users with the capability to do the same operations on
a spreadsheet files (e.g., a .XLS file) within a web browser as
would be permitted with Microsoft Office Excel software, but
without having the Microsoft Office Excel installed on the
client computer.

The help search service may be configured to provide users
with the capability to search help information for the Share-
Point configurations/operations. For example, the help search
service may receive a request for information as to how to
backup or restore a web site, may search help information,
and may return the pertinent information to the requesting
user.

The third production server 16 may include electronic stor-
age 36, one or more processors 38, and/or other components.
Electronic storage 36 may comprise electronic storage media
that electronically stores information. The electronic storage
media of electronic storage 36 may include one or both of
system storage that is provided integrally (i.e., substantially
non-removable) with third production server 16 and/or
removable storage that is removably connectable to third
production server 16 via, for example, a port (e.g., a USB port,
a firewire port, etc.) or a drive (e.g., a disk drive, etc.). Elec-
tronic storage 36 may include one or more of optically read-
able storage media (e.g., optical disks, etc.), magnetically
readable storage media (e.g., magnetic tape, magnetic hard
drive, floppy drive, etc.), electrical charge-based storage
media (e.g., EEPROM, RAM, etc.), solid-state storage media
(e.g., flash drive, etc.), and/or other electronically readable
storage media. Electronic storage 36 may store software algo-
rithms, information determined by processor 38, information
received via the network, and/or other information that
enables third production server 16 to function properly. Elec-
tronic storage 36 may be a separate component within third
production server 16, or electronic storage 36 may be pro-
vided integrally with one or more other components of third
production server 16 (e.g., processor 38).

Processor 38 may be configured to provide information
processing capabilities in third production server 16. As such,
processor 38 may include one or more of a digital processor,
an analog processor, a digital circuit designed to process
information, an analog circuit designed to process informa-
tion, a state machine, and/or other mechanisms for electroni-
cally processing information. Although processor 38 is
shown in FIG. 1 as a single entity, this is for illustrative
purposes only. In some implementations, processor 38 may
include a plurality of processing units. These processing units
may be physically located within the same device, or proces-
sor 38 may represent processing functionality of a plurality of
devices operating in coordination.

As is shown in FIG. 1, processor 38 may be configured to
execute one or more computer program modules. The one or
more computer program modules may include a server appli-
cation module 40, and/or other modules. The server applica-
tion module 40 may be substantially the same as server appli-
cation module 28 and/or server application module 34, and
may be configured to provide one or more of the server
application services associated with the server application.

In some implementations, server application module 40
may be configured to execute the web front-end service. The
web front-end service may be configured to perform the func-
tionality of a front-end web server in serving content over the
network via a network communication protocol (e.g., HI'TP
and/or other protocols). The content may include webpages to
be served to users (e.g., via client computing platforms 22). A
webpage may include a document or resource that is acces-
sible via a browser. These documents may be formatted in a
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mark-up format (e.g., HTML, XHTML, XML, and/or other
mark-up formats). Serving the content may include receiving
requests for content, receiving instructions for altering or
calling content, and/or receiving other requests or instruc-
tions from client computing platform(s) 22, and then respond-
ing by providing the requested content (or locations of the
requested content) to the requesting client computing plat-
form(s) 22.

The standby server device 18 may generally be configured
to backup the server farm including first production server 12,
second production server 14, and third production server 16.
Prior to changeover from the server farm to standby server
device 18, standby server device 18 may be excluded from the
configuration database of the server farm. This may mean that
standby server device 18 is not indicated in the configuration
database to be a part of the server farm. This may facilitate the
performance of operations on the server farm that would be
complicated by the presence of a server that was continually
offline (since standby server device 18 would not be online
until after a changeover). The standby server device 18 may
include electronic storage 46, one or more processors 48,
and/or other components.

Electronic storage 46 may comprise electronic storage
media that electronically stores information. The electronic
storage media of electronic storage 46 may include one or
both of system storage that is provided integrally (i.e., sub-
stantially non-removable) with standby server device 18 and/
or removable storage that is removably connectable to
standby server device 18 via, for example, a port (e.g., a USB
port, a firewire port, etc.) or a drive (e.g., a disk drive, etc.).
Electronic storage 46 may include one or more of optically
readable storage media (e.g., optical disks, etc.), magnetically
readable storage media (e.g., magnetic tape, magnetic hard
drive, floppy drive, etc.), electrical charge-based storage
media (e.g., EEPROM, RAM, etc.), solid-state storage media
(e.g., flash drive, etc.), and/or other electronically readable
storage media. Electronic storage 46 may store software algo-
rithms, information determined by processor 48, information
received via the network, and/or other information that
enables standby server device 18 to function properly. Elec-
tronic storage 46 may be a separate component within
standby server device 18, or electronic storage 46 may be
provided integrally with one or more other components of
standby server device 18 (e.g., processor 48).

Processor 48 may be configured to provide information
processing capabilities in standby server device 18. As such,
processor 48 may include one or more of a digital processor,
an analog processor, a digital circuit designed to process
information, an analog circuit designed to process informa-
tion, a state machine, and/or other mechanisms for electroni-
cally processing information. Although processor 48 is
shown in FIG. 1 as a single entity, this is for illustrative
purposes only. In some implementations, processor 48 may
include a plurality of processing units.

As is shown in FIG. 1, processor 48 may be configured to
execute one or more computer program modules. The one or
more computer program modules may include a server appli-
cation module 50, a monitor module 52, an information trans-
fer module 54, a server replacement module 56, a changeover
coordination module 58, a configuration management mod-
ule 60, and/or other modules. Processor 48 may be configured
to execute modules 50, 52, 54, 56, 58, and/or 60 by software;
hardware; firmware; some combination of software, hard-
ware, and/or firmware; and/or other mechanisms for config-
uring processing capabilities on processor 48.

The description of the functionality provided by the differ-
ent modules 50, 52, 54, 56, 58, and/or 60 described below is
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for illustrative purposes, and is not intended to be limiting, as
any of modules 50, 52, 54, 56, 58, and/or 60 may provide
more or less functionality than is described. For example, one
of modules 50, 52, 54, 56, 58, and/or 60 may be eliminated,
and/or some or all of its functionality may be provided by
other ones of modules 50, 52, 54, 56, 58, and/or 60. As
another example, processor 48 may be configured to execute
one or more additional modules that may perform some or all
of'the functionality attributed below to one of modules 50, 52,
54,56, 58, and/or 60.

The server application module 50 may be substantially the
same as server application modules 28, 34, and/or 40. As
such, server application module 50 may be configured to
function as a backup for the server application services pro-
vided by the server farm. This many-to-one backup configu-
ration in which the single standby server device 18 backs up
all of the servers in the server farm may be an enhancement
over conventional systems in which individual ones of first
production server 12, second production server 14, and/or
third production server 16 are backed up by separate standby
servers. For example, the replica/standby auto-configuration
procedures used for each individual server in a farm in con-
ventional systems are not necessary. As another example, the
use of standby server device 18 as the sole standby server
device makes backup and high availability less costly from a
hardware standpoint.

The monitor module 52 may be configured to determine
whether a changeover of the server farm should be initiated.
The monitor module 52 may determine whether a changeover
should be initiated based on user input and/or by monitoring
operation of the servers in the server farm (e.g., first produc-
tion server 12, second production server 14, and third produc-
tion server 16). The user input may include a user command
or selection to initiate a switchover. Monitoring operation of
the servers in the server farm may include communicating
information to and/or from the servers (e.g., requests for
operational information, operational information, requests
for status information, status information, and/or other infor-
mation) via the application programming interfaces of one or
more of first production server 12, second production server
14, and/or third production server 16. A determination that a
changeover should be initiated made by monitoring operation
of the server farm may include a determination to initiate a
failover based on an observed disruption in operation in one
or more of first production server 12, second production
server 14, and/or third production server 16. An observed
disruption in operation may include a timed out operation, a
disruption in communication, the failure of some application
service, unavailability of some application function, and/or
other disruptions.

The information transfer module 54 may be configured to
effect the transfer of information stored in electronic storage
24, 30, and/or 36 associated with first production server 12,
second production server 14, and/or third production server
16, respectively, to electronic storage 46 associated with
standby server device 18. This transfer of information may be
initiated by information transfer module 54 responsive to a
determination by monitor module 52 that a changeover
should be initiated. The information transferred may include
one or more of the configuration database, the files associated
with the central administration database, information being
served by the server farm to client computing platforms 22,
and/or other information. Effecting the transfer of informa-
tion may include transmitting requests for information to
and/or receiving information from server application module
28, server application module 34, and/or server application
module 40 via their application programming interfaces.
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The server replacement module 56 may be configured to
replace first production server 12, second production server
14, and third production server 16 in the server farm with
standby server device 18. This may include replacing first
production server 12, second production server 14, and third
production server 16 with standby server device 18 in the
information transferred to electronic storage 46. For example,
first production server 12, second production server 14, and
third production server 16 may be replaced with standby
server device 18 in the configuration database so that calls to
functions or services previously provided by first production
server 12, second production server 14, and/or third produc-
tion server 16 will subsequently return standby server device
18.

The changeover coordination module 58 may be config-
ured to initiate startup, on server application module 50, of the
server application services provided by server application
module 28, server application module 34, and server appli-
cation module 40 subsequent to changeover. The changeover
coordination module 58 may be configured to coordinate the
order in which startup is initiated to ensure ongoing operation
of standby server device 18. This may include first initiating
startup of services that are depended upon by other services
before initiating startup of the dependent services. For
example, changeover coordination module 58 may be con-
figured to initiate startup of the database service and/or the
central administration service before initiating startup of
other server application services. This may bring the configu-
ration database and the central administration website online
before the other server applications come online.

The consolidation of the server application services from
the server farm including a plurality of servers (e.g., first
production server 12, second production server 14, and third
production server 16) to the single standby server device 18
may make some of the roles or services supertluous, or redun-
dant. For example, if third production server 16 includes two
or more server devices providing the web front-end service,
the server farm may require a load balancing function to
balance the loads between the two or more server devices.
After changeover to the single standby server device 18, load
balancing becomes redundant. As another example, roles that
are similar, such as a search service composed of the index
service and the query service. Since after changeover, the
standby server device 18 may provided both the index service
and the query service, the search service may become redun-
dant. Other examples exist.

The configuration management module 60 may be config-
ured to adjust the settings and/or configuration database of the
server farm during or after changeover to reduce or eliminate
this redundancy. This may involve scanning the configuration
database and/or the central administration website to identify
instances of redundancy. The identified instances of redun-
dancy may then be addressed by deleting information, adjust-
ing information, adjusting control settings, and/or perform-
ing other adjustments. The configuration management
module 60 may be configured to perform this functionality
after the database service and the central administration ser-
vice are brought online on standby server device 18. The
configuration management module 60 may be configured to
perform this functional before other server application ser-
vices are brought online on standby server device 18.

FIG. 2 illustrates a method 62 of backing up a server farm
having two or more servers configured to coordinate to serve
a server application with a single standby server device. The
operations of method 62 presented below are intended to be
illustrative. In some embodiments, method 62 may be accom-
plished with one or more additional operations not described,
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and/or without one or more of the operations discussed. Addi-
tionally, the order in which the operations of method 62 are
illustrated in FIG. 2 and described below is not intended to be
limiting.

In some embodiments, method 62 may be implemented in
one or more processing devices (e.g., a digital processor, an
analog processor, a digital circuit designed to process infor-
mation, an analog circuit designed to process information, a
state machine, and/or other mechanisms for electronically
processing information). The one or more processing devices
may include one or more devices executing some or all of the
operations of method 62 in response to instructions stored
electronically on an electronic storage medium. The one or
more processing devices may include one or more devices
configured through hardware, firmware, and/or software to be
specifically designed for execution of one or more of the
operations of method 62.

At an operation 64, a determination may be made as to
whether a changeover of the server farm should be initiated.
The determination may be made based on user inputs or
commands, and/or based on monitoring of the operation of
the server farm. Responsive to a determination that a
changeover of the server farm should be initiated, method 62
may proceed to an operation 66. Responsive to a determina-
tion that a changeover of the server farm should not be initi-
ated, method 62 may loop back over operation 64. In some
implementations, operation 64 may be performed by a moni-
tor module similar to or the same as monitor module 52
(shown in FIG. 1 and described above).

At operation 66, information stored in electronic storage
associated with the server farm may be transferred to elec-
tronic storage associated with the single standby server
device. Such information may include, for example, a con-
figuration database of the server farm, a central administra-
tion website, information related to server application ser-
vices being served by the server farm, and/or other
information. The transfer of the information may include
generation of one or more requests for information from the
single standby server device, and/or reception of the informa-
tion at the standby server device. In some implementations,
operation 66 may be performed by a information transfer
module similar to or the same as information transfer module
54 (shown in FIG. 1 and described above).

At an operation 68, startup of one or more of the server
application services previously served by the server farm may
be initiated on the standby server device. The order in which
startups of server applications are initiated may be managed
according to a predetermined order. For example, startup of a
database service may be first be initiated at operation 68. This
may bring the configuration database online. Subsequent to
startup of the configuration database, startup of a central
administration service may be initiated. Startup of the central
administration service may result in the central administra-
tion website being brought online. Subsequent to startup of
the central administration service, startups of other server
application services may be initiated. The order in which
startups at least some of the services are initiated may be in
accordance with a predetermined order. In some implemen-
tations, operation 68 may be performed by a changeover
coordination module similar to or the same as changeover
coordination module 58 (shown in FIG. 1 and described
above).

Responsive to startup of the database service, the servers of
the server farm may be replaced by the standby server device
at an operation 70. This may include replacing the servers of
the server farm in the configuration database with the single
standby server device. In some implementations, operation
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70 may be performed by a server replacement module similar
to or the same as server replacement module 56 (shown in
FIG. 1 and described above).

At an operation 72, the configuration database may be
adjusted to consolidate server roles that become redundant
during changeover from the plurality of servers in the server
farm to the single standby server device. In some implemen-
tations, operation 72 may be performed by a configuration
management module similar to or the same as configuration
management module 60 (shown in FIG. 1 and described
above).

In some implementations, performance of operation 70
and/or 72 may be responsive to startup of the central admin-
istration service. This may the case if operation 70 and/or
operation 72 is to be performed via the central administration
website. Method 62 may loop back to operation 68 until all of
the server application services have been brought online.

Although the invention has been described in detail for the
purpose of illustration based on what is currently considered
to be the most practical and preferred embodiments, it is to be
understood that such detail is solely for that purpose and that
the invention is not limited to the disclosed embodiments, but,
on the contrary, is intended to cover modifications and
equivalent arrangements that are within the spirit and scope of
the appended claims. For example, it is to be understood that
the present invention contemplates that, to the extent pos-
sible, one or more features of any embodiment can be com-
bined with one or more features of any other embodiment.

What is claimed is:

1. A system configured to backup a server farm having two
or more servers configured to coordinate to serve a server
application, the system comprising:

a single standby server device configured to backup the
server farm such that the server application is provided
with high availability, the standby server device includ-
ing electronic storage and a processor configured to
execute computer modules, the computer modules com-
prising:

a server application module configured to serve the
server application;

a monitor module configured to determine whether a
changeover of the server farm should be initiated;

an information transfer module configured to transfer
information stored by the servers of the server farm to
the electronic storage of the standby server device in
response to determination by the monitor module that
a changeover should be initiated, such information
including a configuration database for the server farm
and a central administration website associated with
the server farm;

a server replacement module configured to replace the
servers of the server farm with the standby server
device in information transferred from the servers of
the server farm to the electronic storage of the standby
server device; and

achangeover coordination module configured to initiate
startup, on the server application module executed on
the standby server device, of the services previously
provided by the server farm.

2. The system of claim 1, wherein the server replacement
module is configured to replace the servers of the server farm
with the standby server device in the configuration database
for the server farm.

3. The system of claim 1, wherein the changeover coordi-
nation module is configured to initiate startup of the configu-
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ration database and the central administration website prior to
startup of the other services previously provided by the server
farm.

4. The system of claim 1, wherein the monitor module is
configured to monitor operation of the server farm, and to
determine a changeover should be initiated based on disrup-
tions in operation of the server farm detected by the monitor
module.

5. The system of claim 1, wherein the monitor module is
configured to determine a changeover should be initiated
based on reception of a switchover command from a user.

6. The system of claim 1, wherein the servers in the server
farm comprise a first server configured to serve a web front-
end, a second server configured to serve an index, shared
services, and the central administration website, and a third
server configured to serve databases including the configura-
tion database.

7. The system of claim 6, wherein, prior to determination
by the monitor module that changeover should be initiated,
the monitor module is configured to monitor operation of the
server farm while being excluded from the server farm.

8. The system of claim 1, wherein the computer program
modules further comprise a configuration management mod-
ule configured to adjust the configuration database after trans-
fer to the electronic storage of the standby server device in
order to consolidate server roles that become redundant dur-
ing changeover from the plurality of servers in the server farm
to the single standby server device by virtue of the reduction
in the number of servers providing the services changed over
from the plurality of servers to the single standby server
device, the reduction being from more than one to one.

9. A computer-implemented method of backing up a server
farm having two or more servers configured to coordinate to
serve a server application, the method being implemented in
a single standby server device having electronic storage and a
processor configured to execute computer program modules,
the method comprising:

determining whether a changeover of the server farm

should be initiated;

responsive to a determination that changeover of the server

farm should be initiated, receiving information stored by
the servers of the server farm to the electronic storage of
the standby server device, such information including a
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configuration database for the server farm and a central
administration website associated with the server farm;

replacing the servers of the server farm with the standby
server device in information transferred from the servers
of'the server farm to the electronic storage of the standby
server device;

initiating startup, on the standby server device, of the ser-

vices of the server application previously served by the
server farm.

10. The method of claim 9, wherein replacing the servers of
the server farm with the standby server device in the trans-
ferred information comprises replacing the servers of the
server farm with the standby server device in the configura-
tion database.

11. The method of claim 9, wherein initiating startup com-
prises initiating startup of the configuration database and the
central administration website prior to startup of the other
services previously provided by the server farm.

12. The method of claim 9, wherein determination as to
whether a changeover should be initiated is based on a dis-
ruption in operation of the server farm detected by the single
standby server device.

13. The method of claim 9, wherein determination as to
whether a changeover should be initiated is based on recep-
tion of a switchover command from a user.

14. The method of claim 9, wherein the servers in the server
farm comprise a first server configured to serve a web front-
end, a second server configured to serve an index, shared
services, and the central administration website, and a third
server configured to serve databases including the configura-
tion database.

15. The method of claim 9, wherein, prior to determination
that changeover should be initiated, the single standby server
device is excluded from the server farm.

16. The method of claim 9, further comprising adjusting
the configuration database after transfer to the electronic stor-
age of the standby server device in order to consolidate server
roles that become redundant during changeover from the
plurality of servers in the server farm to the single standby
server device by virtue of the reduction in the number of
servers providing the services changed over from the plurality
of servers to the single standby server, the reduction being
from more than one to one.
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